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Prerequisites rr?:

Why care about program performance?
1. Show off at parties?
2. Win the Gordon Bell Award?

3. Solve problems faster or solve larger problems in acceptable
time!

How do | know that performance I s 0
1. Good scalability across cores?

2. High fraction of peak performance?

3. Code execution hits the relevant bottleneck!

7

@ and how do | know what the releva
A Performance Modeling!
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Performance Modeling i What? rrE:

What should be modeled?

A The ability of a programmer, framework, library, compiler to
generate efficient code?

A The impact of a set of hardware metrics on application
performance and scalability?

A The performance of (ideally)
Aé an i mplementation of an algorithm
Aé o n k solver, eadplication levels
Aé oancompute node, network, full system
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Performance Modeling i How? rr?:

How should it be modeled?

AfBl ack boxo approach?
ADetermine utilization of processor resources, network, file system at runtime

ADetermine performance of given application for different input sets for a
given architecture

ADetermine correlation of certain hardware metrics with performance
behavior

AAut omatic Atuningo: Scan all I mpl e me |
performance

AfWhi te boxo approach!

ASet up an (analytical) model for a given algorithm/kernel/solver/application
on a given architecture

ACompare with measurements to validate the model
A (Probably) identify optimization opportunities and start again
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Ot her s have s

ai d it

A Practical Approach to Performance

bett

Overview of Performance Modeling

Systems

Analysis and Modeling of Large-Scale

Kevin J. Barker, Adolfy Hoisie, Darren J. Kerbyson

Fundamental & Computational Sciences Directorate

Performance modeling “Brand X”
Relies on understanding of true Relies on pattern matching and
application behavior curve fitting (extrapolation &
interpolation)

White-box approach Black-box approach

(application-centric) (application-oblivious)

Explains performance; detail of Predicts without providing

explanation correlates with insight or gauges of accuracy

accuracy of prediction

Disagreements with Disagreements with

measurements challenge measurements merely

assumptions and yield new showcase limitations of

insights approach ‘W/

Pacific hhrt};lggﬂ:w
Proudly Operated by Battelle Since 1965
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An example from physics

Newtonian mechanics Nonrelativistic
guantum
mechanics

| s o
0, —f (k) O (F)
Fails @ even smaller scales!

Relativistic
guantum
field theory

O aa

Fails @ small scales! T
@ Yp aY¥) oYY
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Performance Engineering? What 6s t hat ? _

The Performance Engineering (PE) process:

Runtimeprofiling

Machinecharacteristics Traces/HWmetrics
Performancemodel

Kernelbenchmarking

The performance model is the central component

Algorithm/Code analysis
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Al

AWhite Boxo Model s
on the chip level

Rooflinemodel
ECMmodel
Powemodelingor multicore



An example: The roofline model rr?:

1. Determine the applicable peak performance of aloop, assuming
that data comes from L1 cache

2. Determine the data traffic per Flop over the slowest data path
utilized

3. Determine the applicable peak bandwidth of the slowest data
path utilized

—— Example: do 1 =1,N;s= s+a(i); enddo
161 N - in DP on hypothetical CPU, N large

s Expected $ A

performance &

41— (>} =
A

o «
2+ Q = .
/ " 4-cycle latency per ADD if not unrolled

L~ —

ADD peak (half of full peak)

Performance [GF/s]

05— —

025 /

/64 1/32 116 1/8 4 12 L 2
Computational intensity [F/B]

_— Computational intensity
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Input to the roofline model _

€ on the exadopFlkeN;,of st+ta(i),; enddo

architecture

Throughput 1 ADD + 1 LY
Pipelinedepth: 4cy (ADD)

analysis

Codeanalysis Memory-bound @ large N
1 ADD + 1 LOAD P _.=1.25GF/s

Maximum memory
bandwidth 10 GB/s

measurement
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Factors to consider in the roofline model rrE:

Bandwidth-bound (simple case) Core-bound (may be complex)

A Accurate traffic calculation (write- A Multiple bottlenecks: LD/ST,
, allocate, strideda c c e s s, e ) arithmetic, pipelines, SIMD,
APractical | theoret iegeclitioBportsi mi t s

A Erratic access patternS A S'“” probably some
contributions from data access

16 — 7 - 16 — 7

8 - 8

4 —

'2_

Performance [GF/s]
Performance [GE/s]

1_

0.5 — 0.5

0.25 — 025

| | | | | | |
/64 132 1/16 1/8 1/4 /2 L 2 /o4 1732 116 L/8 1/4 1/2 1 2

Computational intensity [F/B] Computational intensity [F/B] )
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Example: SpMVM node performance model [T =»'—

Lt
A Sparse MVM in do i = 1,N,
double precision w/ CRS: do j = row_ptr(i), row_ptr(i+l) - 1
C(i) = C(i) + val(j) * B(col_idx(j))
enddo 3 8 8 . \
enddo

) 12 +24 /Ny, + K\ bytes
A DP CRS code balance Bcrs = > .
, - | op
A k quantifies extra traffic
for loading RHS more than _ 6+ 12 n K bytes
once Noyr | 2 ) flop

APredicted Performance = streamBW/B k<

ADetermine & by measuring performance and actual memory bandwidth
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Test matrices: Sparsity patterns rr?:

A Analysis for HMeP matrix on Nehalem EP socket

ABW used by spMVM kernel = 18.1 GB/s A should get& 2 Gfiog/s
sSpMVM performance if k=0

AMeasured spMVM performance = 2.25 Gflop/s
ASolve 2.25 Gflop/s = BW/Bqgs for k& 2. 5

HMeP
N,=92527872

N= 6201600

A 37.5 extra bytes per row
A RHS is loaded 6 times from memory
A about 33% of BW goes into RHS

A Conclusion: Even if the roofline model does not work 100%, we
can still learn something from the deviations
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Input to the roofline model

é othe example of spMVM with HMeP matrix

Throughput 1 ADD, 1 MULT +
LD + 1STY

Measuredmemory BW
Codeanalysis for spMVM 18.1 GB/s

1 ADD, 1 MULT, Memory-bound!

(2.5+2N_,) LOADSs, k=25
1/N,, STORES k

Maximum memory
bandwidth 20 GB/s
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Assumptions and shortcomings of the roofline model rr?:

A Assumes one of two bottlenecks
1. In-core execution
2. Bandwidth of a single hierarchy level
A Latency effects are not modeled A pure data streaming assumed
A In-core execution is sometimes hard to A()=B()+C()*D())
model O T—T—T—T—T—

(8
N

T
=
T T

A Saturation effects in multicore
chips are not explained

:

Memory bandwidth [GB/s]
(]
=]

—_—
Lh
T | T

,_
=
T

Rooflinepredicts
full socket BW

n
I

o
__I
oy =
i b
oy
w b
o
=
o =
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The multicore saturation mystery rr?:

A Why can a single core often not saturate the memory bus?

ANon-overlapping contributions from data transfers and in-cache execution to
overall runtime

A What determines the saturation point?
Almportant question for energy efficiency

A Saturation == Bandwidth pressure on relevant bottleneck exhausts the
maximum BW cacpacity

A Requirements for an appropriate multicore performance model
AShould predict single-core performance
AShould predict saturation point

A ECM (Execution T CacheT Memory) model
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Example: ECM model for Schdnauer Vector Triad
(:) onaSandy Bridge Core with AVX

A()=B()+C()*D

7 256 bit LD
& 128 bit ST

256 bit

AN

256 bit

Per—cycle transfer widths

107 bit
\_ (@ 2.7 GHz)

8/28/2012

Registers

{EER

L1D

EEE

R

max(2(B) + 2(C) + 2(D), 4(A))cy =6 ¢y

(2(B) +2(C) +2(D)+ 4(A) cy = 10cy

(2(B) +2(C) +2(D)+ 4(A) cy = 10cy

(5-64B-2.7Gey/s)/ (36 GB/s)= 24 cy

PROPER 2012

[T ==

CL
transfer

|

Write-
allocate
CLtransfer
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Full vs. partial vs. no overlap _

All caches Full overlap
No overlap single—ported beyond L2 Measured
Results
suggesno
overlafd
_____________________________________________ 1 52.3
f-SD---— Memory J
(a) (b) (c) cycles ()
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ECM prediction vs. measurements for A(:)=B(:))+C(:)*D(:) —r—
on a Sandy Bridge socket (no-overlap assumption) rrll:

W7 T T T T 7 Model: Scales until saturation
sets in

fd
N

L
=

— Saturation point (# cores) well
predicted

]
N

[~ Measurement: scaling not perfect

Memory bandwidth [GB/s]
-2
-]

151 —
10} @@ Schonaver triad | Caveat: This is specific for this
- = = ECM Model |1 architecture and this benchmark!
5_ —
ol | | Check: U owerlappableo ker n

code
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ECM prediction vs. measurements for A(:)=B()+C () /D) ——
on a Sandy Bridge socket (full overlap assumption) rr o

Memory bandwidth [GB/s]

8/28/2012

@@ DIV triad (AVX) —
O—0 DIV triad (scalar) .
w ==  ECM Model (AVX) _|
— = ECM Model (scalar) |

3 4 5 6 7 8§
# cores

In-core execution is dominated by
divide operation

(44 cycles with AVX, 22 scalar)

A Almost perfect agreement with
ECM model
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Example: Lattice-Boltzmann flow solver rr7|:

A D3Q19 model

Registers . _ _
A Empty channel, 2283 fluid lattice
mi $l9 432 cy (IACA throughput) sites (3.7 GB of memory)
A AVX implementation with compiler
L1D intrinsics

lg_.i--- /?19 ¢|9 3-19-2c¢cy=1l4cy -
A ECM model input
L2

A Core execution from Intel IACA tool

i $ $ AMax. memory bandwidth from muilti-
19 19 19 3-19-2cy=114cy
stream measurements
L3
lgi 19 19
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(3-19-64-27/32.3)cy=305cy (@ 2.7 GHz)
or
(3-19-64-1.6/30.6)cy =191 cy (@ 1.6 GHz)




Lattice-Boltzmann solver: ECM (no-overlap) vs. measurements

Saturation point again predicted 80
accurately T

70

— 60
Saturation performance matches /fd:/

multi-stream benchmarks 3 50
=,
3 40
c
=
No-overlap assumption seemsc'al/;/fﬁ
little pessimistic E

-2
-

Not all execution is LD and ST

—® AVX 2.7 GHz
O- -0 AVX 1.6 GHz
ECM 2.7 GHz
ECM 1.6 GHz

0
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[T ==

Why the fuss about
the saturation point?

Energy consumption!
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A simple power model for multicore chips rr?:

Assumptions:

1. Poweris aquadratic polynomial in the clock frequency
Dynamic power is linear in the number of active cores t

3. Performance s linear in the number of cores until it hits a
bottleneck (& ECM model)

4. Performance is linear in the clock frequency unless it hits a
bottleneck

5. Energy to solution is power dissipation divided by performance

N

Model: b WO s (W1f+W2f2)t
~ min((1+AV)tPy, Pnax)

where | (Y}
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How do we arrive at those assumptions? rr?:

120F I | 1 ] I I I /
A DGEMM I 4 DGEMM - S
- m Jacobi AVX Va m Jacobi AVX o
100 ® Jacobiscalar A - - ® Jacobi scalar o M
¢ RAY / ¢ RAY
- RAY SMT P'é 9 0.8F RAY SMT ~ 7
80 X S g -
= all coresused g
= 3 |
%' = 0.6
2 60 % |
a =
=04 _ =
40 2 singlecore _
WE=— 0.2 ®) -
() ] | ] I ] | L | ] I L () L I ]
0 0.5 I 1.5 2 2.5 3 0O 05 1 1.5 2 25 3
Frequency [GHz] Frequency [GHz]

A Assumptions (1) and (4)
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How do we arrive at those assumptions? rr?:

Power and CPI vs. Number of active cores:

RO—T—T—T—T1 T ST T T T
i i - A—A DGEMM .
B 2 Bl Jacobi AVX
100 (a) 41 @@ Jacobi scalar —
i —o RAY
l RAY SMT i
80 0
= i SIS -
5 60 £ 1 CU
z | 2
[al > E 2 — —
40 A—A DGEMM “ o |
| %5 Bl Jacobit AVX |
2 @—® Jacobi scalar 1k |
20 O RAY — " —o—o0—o
i RAY SMT | | — |
0 L1 obL—1 1 1111 |
0O 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7T 8
# cores # cores

A Assumption (2)
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Model predictions rr?:

I Wo + (W1f+W2f2)t

1. Ifthereis no saturation, use all available cores to minimize E

2. Thereis an optimal frequency f,,, at which E is minimal in the
non-saturated case, with

R Tr—{, hence it depends on the baseline power

T
A fClockracetoidleo i f baseline accommodat

If there is saturation, E is minimal at the saturation point

4. If there is saturation, absolute minimum E is reached if the
saturation point is at the number of available cores

5. Making code execute faster on the core saves energy since
A The time to solution is smaller if the code scales ( Gode race to idled )
A We can use fewer cores to reach saturation if there is a bottleneck

w
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Validation using the lattice-Boltzmann example rr?:

Performance and energy to solution vs. cores on SNB

0T T T T T or—T—T T T T T 1

14\ —® AVX 27GHz
—— plain 2.7 GHz
O==0 AVX 1.6 GHz
— — plain 1.6 GHz

70

|
o)
=

tn
-
e

o)}
I
|

Energy to solution [kl]
o0
|

Performance [MLUP/s
e

.
3
1,
© /,
[ )
.3
9

,/ ®—®AVX27GHz
204, —— plain 2.7 GHz

-/ O=-=0 AVX 1.6 GHz 1 - -
0] =x4 — — plain 1.6 GHz - L (¢) |
obl—L 1 1 | L1 1 0 _ | I R L |
1 2 3 4 5 6 T 8 1 2 3 4 5 6 7T B8
# cores # cores
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Conclusions rr?:

e Engineering == Perform
s ¢

APerfor manc
st | SO

and whi

A PE is more than just finding out about hot spots and trying to
change Asomething in the codeo to
Insight into the interaction of hardware and software!

A PM works out best if it does not work J

A Saturation effects are ubiquitous; understanding them gives us
opportunity to
AFind out about optimization opportunities
ASave energy

A Simple models work best. Do not try to complicate things unless it
IS really necessary!
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R

Make it as simple as possible, but not simpler.

Albert Einstein

Bundesministerium

fiir Bildung KET 77" =
und Forschung Th an k yO U. " OMI4gIappS
hpcADD
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